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Table 1. Model configurations

WRF
Dynamic core WRF-ARW

Composite dBZ

Domain 3 nested domains

Horizontal

resolution (km) 18 km, 6 km, 2 km

Vertical levels 40

s e es am o s s s

Microphysics

G Goddard Figure. 3 (a) WRF simulated reflectivity over US at 15Z on May 01, 2011, (b)
parameterization

" " o " Figure. 7 Radar reflectivity from (a) NEXRAD, (b) WRF simulation using
WRF S'"":!a‘e?’ reflecti y over SGP, (c) WRF S'm.ul?‘Ed reflectivity vertical Goddard 3-ice microphysics scheme with hail option, (c) WRF simulation
Radiation Goddard in NW-SE and (d), (e), (f) similar as (a), (b), (c), except with graupel option

for observed radar reflectivity from NEXRAD. graupel opf 3
GD for the 18 km Modeled storm captures overall structure, but the strong convective system 2) May 20, 2011

“";u ,ust, domain, none for the is outside of MC3E domain. Composite dBZ
Figure 1. Model integration domain parameterization rest 3

for MC3E forecast.

2) May 24-25, 2011
WRF real-time forecast were provided twice a day before morning ) May ’
X Composeanz Cromvscction, W
briefing and afternoon update. :

The forecast used North American Mesoscale model (NAM) to provide {5k (o)
initial and boundary conditions. ) }

The simulation uses 360 CPUs, takes 1.5 hours wall clock time to
produce 48 hours forecast.

Figure. 8 Same as fig. 7,.exéepi fof Méy 20, i011

3-ice hail scheme is well-suited for si i i storms (w >20 m/s),

5 such as tornadic and local thunderstorms.

¥ X% 3-ice graupel scheme is good for simulating tropical storms (hurricanes)
e ylww i and winter fronts.
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Figure. 5 Composited Figure. 9 hovemollar
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rom Apri o June o ide initial and boundal

- provide initial and boundary
3r4 2011 from NLDAS - conditions, (b) WRF simulation
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boundary conditions, (c) NLDAS.

Preciptation e Fluxes . : (left) and WRF (right)

Land Information System (LIS) \ Afternoon onset (4pm
Land Surface Model ' R I;f:\): :;:2:?:‘"" the Simulations using NARR to provide initial and boundary conditions
simulation agrees with has ively spurious light precipitation, as well as
NLDAS increased the intensity for the major rain streak.
WREF simulation with NARR (the control run) does not assimilate
rainfall from NARR.

Urban Heat
Island Effect

Figure 2. Schematic diagram for NASA nu-wrf modeling
framework in Goddard, blue boxes are NASA physical packages.

Summary Priority Cases Post Mission Simulations ‘ ) Post Mission Physics Validation
(Real-Time Forecast) q— (IR N Three nested domain: 18, 6, and 2 (1 or finer) km,

and 61 vertical layers. Larger inner domain P N . .
Goddard WRF model did a good job in e - . Physics: ) Compare the cloud microp properties

Conduct high resolution CRM (GCE and WRF) simulations

) ) (DSDs at various layers, 3D liquid and ice water contents
the May I and May 24725 case. : . Goddard Microphysics scheme ' and median diameters, mixed phase information, and the
Goddard 3-ice microphysics scheme : ; . (Spectral bin, 2-moment) i Jiquid water fraction of ...cm..g snow, graupel and hail, over

with hail option is well-suited for e : : Grell-Devenyi cumulus scheme | A | he life eyele of clond systems)
strong convective storm simulations. S Goddard Radiation schemes ; £e Y )
Stmulations are quite sensitive to initial . ! MYJ planetary boundary layer scheme 5 Use satelite simuators and CRM results to provide to GPM
and boundary conditions. ’ il ek Land Information System (LIS) “HN e & pers
; Eta surface layer scheme . ; Provide better CRM-simulated data to GPM LH algorithm
Initial condition (NFS) : developers
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