A study of 4D-VAR assimilation of the IMERG precipitation product

PRECIPITATION MEASUREMENT MISSIONS
PMM 2017 Science Team Meeting
October 16-20, 2017
Wyndham San Diego bayside

Georgianstituie N . _ |
@f'regch[@@u@gw U orutan Y Jiaying Zhang! (jiaying.zhang@gatech.edu), Liao-Fan Lin2, and Rafael L. Bras!

1Georgia Institute of Technology, Atlanta, Georgia, USA, ?University of Utah, Salt Lake City, Utah, USA

Introduction Results:
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* Numerical weather prediction (NWP) Models have low accuracy in predicting convective precipitation
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at tropics in summers, while Integrated Multi-satellite Retrievals for GPM (IMERG) provides high-
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resolution and high-quality data.
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« The motivation of this study is to understand the impact of the IMERG product on near-future NWP
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forecasts via data assimilation; 08-09 UTC

* The objective of this study is to find an appropriate way to assimilate IMERG precipitation into the

Weather Research and Forecasting (WRF) 4D-Var system.

-100 -95 -90 -85 -100 -95 -90 -85 -100 -95 -90 -85 -100 -95 =90 -85 -100 -95 =90 -85 =100 =95 =90 -85

Data al d Met h O d Figure 1: Hourly precipitation depth (mm) from IMERG (first row) and WRF model (also called “open loop”; second row) on 5 August 2016.
* The 4D-VAR method * Hourly window vs. 6-hourly window  Impact of observation errors
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and H; Is the observation operator that transforms the state variables into the form of the observation.

When applying logarithmic transformation on precipitation (L(x) = In(x + 1)):
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R’ is the error covariance matrix of transformed observations L(y;): R} ~ ((y; + D7) R;(y; + 1) experiments 1 (figure a) and 2 (figure b) valid at oxperiments (experiments 1 and 2 and open E;(%l;ﬁn E;.ntTShg :;rjnz as Figure 2, except from e;(%l;ﬁn entsg 2?&“3 as Figure 3, except from
« Background (Xb) and its errors (B): 06-07 UTC 5 August 2016. loop) against those from IMERG at each time
period.
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The observations (y;) are precipitation data from level 3 IMERG final run product. The errors of the
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* Qu ality control: Figure 4. The same as Figure 2, except from Figure 5. The same as Figure 3, except from Figure 8: The same as Figure 2, except from Figure 9: The same as Figure 3, except from
experiments 2 and 3. experiments 2 and 3. experiments 3 and 5. experiments 3 and 5.
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observation (gy,) vary in various experiments.
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Model configuration and experiment design

A strong precipitation event during 06-12 UTC 5 August 2016 over the central United States was
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selected. The WRF and observation domains have a 10-km resolution.

Observations are rejected if |y; — H;(M;(x))| > QCI x gy, for the original precipitation data, or

‘L(yl-) — L (Hi(Mi(x)))| > QCI X gy, for the log-transformed precipitation.

Six hourly windows:

« Assimilation windows: * Experiments: summary. Acknowledgements
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